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Abstract  
The formal foundation of object-oriented databases is still an open problem. In this paper a formalization of kernel object-oriented design concepts is achieved by an automatizable transformation into a specification language with a clear mathematical semantics. This approach allows object-oriented design to be extensible.

The preservation of advantages of relational databases requires the definability of generic operations for the insertion, deletion and update of single objects. It is shown that such generic operations can only be defined for value-representable classes. The possibility to detect value-representability contributes to the safety for object-oriented design.

1 Introduction  
The shortcomings of the relational database approach encouraged much research aimed at achieving more appropriate data models. There has been a tremendous interest in semantic data models which emphasize on natural mechanisms and constructs for the description of relationships between stored data. In the last decade several models such as SDM [HaMe81], TAXIS [MBW80], SAM [Su83] and IFO [AbHu87] were proposed primarily as schema design tools. Their usefulness for this task as well as their fundamentals are widely accepted. Similar structuring mechanisms are used by knowledge representation systems such as KL-ONE [BrSc85], BACK [LNPS85], TELOS [MBJK90] or CLASSIC [BBMR89] which put additional emphasis on inferences on such structures.

Recently, it has been claimed that the object-oriented approach to be the key technology for future database systems and languages. Several systems such as EXODUS [CDV88], VISION [CaSc87], IRIS [FBC+87], Gemstone [MSOP86], ORION [KBB+88] and O2 [BBB+88]...  
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arose from these efforts; current research in databases often addresses object-orientation, e.g. [AGO91]. However, in contrast to research in the relational area there is no common formal agreement on what constitutes an object-oriented database [Bee90].

In this paper we outline a safe and extensible way to design an object-oriented database while supporting general design concepts as described in [ABD+90]. One important concept of object-oriented databases is object identity. Following [Abi90, BeKo90] the immutable identity of an object can be encoded by the concept of abstract object-identifiers. The advantages of this approach are that sharing, mutability of values and cyclic structures can be represented easily [Oho90]. On the other hand, the handling of such identifiers is itself a database problem [LoSc87], since the user can only access those objects in the database that can be completely described by values.

The generic querying of objects has been approached in [Abi90, BeKo90]. While querying is per se a set-oriented operation, i.e. it is not necessary to select just one single object, and hence does not raise any specific problems with object identifiers, things change completely in case of updates. If an object with a given value is to be updated (or deleted), this is only defined unambiguously, if there does not exist another object with the same value. If more than one object exists with the same value or more generally with the same value and the same references to other objects, then the user has to decide, whether an update- or delete-operation is applied to all these objects, to only one of these objects selected non-deterministically or to none of them, i.e. to reject the operation. However, it is not possible to specify a priori such an operation that works in the same way for all objects in all situations. The same applies to insert-operations. Hence the problem, in which cases operations for the insertion, deletion and update of objects can be defined generically.

Some authors [SaJu91] have chosen the solution to abandon generic operations. Others [AGO91, AGO91a, BBB+88] use identifying values to represent object identity, thus embody a strict concept of surrogate keys to avoid the problem. Our approach is different from both solutions in that we use the concept of hidden abstract identifiers, but at the same time formally characterize those classes for which generic operations for the insertion, deletion and update of single objects can be derived automatically. We call such classes value-representable. In our approach these classes are accompanied by a collection of generic operations that need not to be specified by the user. Furthermore, inclusion dependency and referential integrity are enforced by these operations. This justifies the use of the notion “safety”.

We introduce a kernel high-level language featuring types and classes together with separate hierarchies on both. Classes denote sets of objects, and objects themselves are encoded via an object identifier and values of that object belonging to a collection of types or referring to other objects. Recently, the necessity of a separate mechanism for the handling of relationships was identified [AGO91a]. We allow relationships between classes to be represented in the same manner as classes with references to other classes, which allows in turn the modelling of higher-order relationships [Tha90].

Representing this kernel language in the formal specification language SAMT [SWS91] the formal foundation of SAMT, i.e., the combination of algebraic type specification and structured substitution-based module specification, carries over to object-oriented design. On the other hand SAMT offers a formally based notion of refinement [SWS91] which enables the derivation of different implementations in different target languages.

Extensibility can be achieved in our approach since additional features of high-level object-oriented design languages can also be defined by SAMT representations. Figure 1 gives an overall picture of our approach.
Extensibility \[ \cdots \] \[ \leftrightarrow \] Kernel language \[ \leftrightarrow \] \[ \cdots \]

\[ \downarrow \]

Safety

\[ \downarrow \]

SAMT

Reification \[ \text{DB2 DBPL } O_2 \cdots \]

Figure 1: The general modeling approach

In section 2 we describe the kernel components of object-oriented design and illustrate the formal representation of the outlined high-level object-oriented design components together with the derived operations in SAMT. In section 3 we discuss the problem of value-representability and its relation to the automatic derivation of generic operations. In section 4 we outline the capability of extending the kernel design language on the basis of SAMT.

2 Formalization of Object-Oriented Conceptual Design

Relational approaches to data modelling are called value-oriented since in these models real world entities are completely represented by their values. In the object-oriented approach we distinguish between objects and values. Values can be classified into types. In general, a type may be regarded as an immutable set of values of a uniform structure together with operations defined on such values. Subtyping is used to relate values in different types.

Whereas values are encoded by themselves [Bee90], objects have to be encoded by object identifiers regardless of the content, location or addressability [KhCo86]. In our approach each object consists of a unique, immutable identifier, a set of values of different types called the value-types of the object, references to other objects and operations (methods) associated with the object. This is formally expressed by

\[ o = (i, \{ v_j, T_j \}, \{ o_k \}, \{ op_l \}) \]

for an object \( o \) with identifier \( i \), values \( v_j \) of types \( T_j \), references to objects \( o_k \) and operations \( op_l \).

The class concept provides the classification of objects having the same structure which uniformly combines aspects of object values and references. Moreover, generic operations on objects such as object creation, deletion and update of its values and references are associated with classes provided these operations can be defined unambiguously. Objects can belong to different classes, which guarantees each object of our abstract object model to be captured by the collection of possible classes. As for values that are only defined via types, objects can only be defined via classes. Thus, a design consists of a type declaration and a class definition.
2.1 Type Declarations

The high-level type language provides \textsc{STRING}, \textsc{NAT}, \textsc{INT} as \emph{basic types} with the usual operations on them. \emph{Enumerated} and \emph{subset} types can also be defined as usual.

Basically, only two type constructors, the \emph{tagged tuple} constructor denoted by \((\cdot)\) and the \emph{set} type constructor denoted by \(\{\cdot\}\), are allowed.

\textbf{Example 1} Both type constructors are used in the declaration for \textsc{personname}:

\[
\textsc{personname} = \ (\ \text{\textit{firstName}} : \textsc{string}, \\
\text{\textit{secondName}} : \textsc{string}, \\
\textit{titles} : \{\textsc{string}\}\ )
\]

\textbf{Example 2} The definition for a type \textsc{person} uses the type \textsc{personname} and a type \textsc{address} defined elsewhere:

\[
\textsc{person} = \ (\ \text{\textit{personIdentityNo}} \ : \textsc{n\textsc{at}}, \\
\text{\textit{name}} \ : \textsc{personname}, \\
\textit{address} \ : \textsc{address}\ )
\]

In \textsc{samt} a type is given by a triplet \(T = (S, F, A_x)\), where \(S\) denotes the structure of the type \(T\), i.e. the generators of \(T\) as a set, \(F\) denotes the functions on \(T\) including algebraic operations, and \(A_x\) is a collection of axioms on \(S\) and \(F\) \cite{samt}. This approach is similar to algebraic specifications.

\textsc{samt} types can be used for an easy representation of tuple types such as \textsc{personname} and \textsc{person}, the tags in which give the names of selector functions:

\textbf{Example 3 (\textsc{samt} representation)} Suppose the data type \textsc{string} is defined elsewhere. Then the names of persons can be defined by the following type.

\[
\textsc{personname} == \\
\text{\textbf{basedon} \textsc{string};} \\
\text{\textbf{constructors} \textsc{p\textit{name}} : \textit{\textit{firstName}} : \textsc{string} \times \textit{\textit{lastname}} : \textsc{string} \times \\
\textit{\textit{titles}} : \textsc{fsets(\textsc{string})} \rightarrow \textsc{personname}; \\
\text{\textbf{end} \textsc{personname}}
\]

In this example we use the parameterized type \textsc{fsets(\textit{\textalpha})} to represent the type constructor \(\{\cdot\}\) of our high level kernel language and to denote the type of finite subsets for any type \(\textit{\textalpha}\). A \textsc{samt} definition of \textsc{fsets} is given in \cite{samt}. The representation of the type \textsc{person} can be achieved analogously.

2.2 Subtyping

Types can be organized in a type hierarchy. The notion of subtype in \textsc{samt} is defined by the existence of a coercion function mapping the subtype to its supertype. In the high-level kernel language subtyping on tuples uses canonical projection as the coercion function. Subtyping of set types depends on the subtyping of the member types \cite{agt}.

In addition, we use concatenation on tuple types denoted by the \(\circ\)-operator.
Example 4 The following example defines STUDENT as a subtype of PERSON:

\[
\text{STUDENT} = \text{PERSON} \circ (\text{StudNo : NAT, Faculty : NAT})
\]

Example 5 (SAMT representation) The type STUDENT can be defined as a subtype of the type PERSON. In this example we use a function “student_proj_person” taking the subtype STUDENT to the supertype PERSON:

\[
\text{STUDENT} =
\begin{align*}
\text{Subtype0f} & \text{ PERSON Via student\_proj\_person} ; \\
\text{Based0n} & \text{ NAT ; STRING} ; \\
\text{Constructors Student} & : \text{ PersonIdentityNo : NAT } \times \text{ Name : PERSON\_NAME } \\
& \times \text{ Address : ADDRESS } \times \text{ StudNo : NAT } \times \text{ FacultyNo : NAT } \rightarrow \text{ STUDENT} ; \\
\text{Axioms With} & \ S :: \ \text{ STUDENT} : \\
& \text{ student\_proj\_person}(S) = \text{ Person}( \text{ PersonIdentityNo}(S), \text{ Name}(S), \text{ Address}(S)) ;
\end{align*}
\]

End STUDENT

In [SWS91] we provided examples of more sophisticated subtypes in SAMT using non-trivial coercion functions.

2.3 Class Definitions

Objects are grouped into classes. Classes denote mutable sets of objects with values of the same type and the same set of operations.

In addition to having values an object may refer to another object. For instance, a person may refer to his/her spouse if this person is married. References can be modelled at the class level. Therefore, we extend the class definition in accordance to the type definition. This means that instead of giving a simple value-type expression for a class, we use a structure expression built analogously. Not only the type names but also class names are allowed in such expressions. Class names occurring in structure expressions are interpreted as references. Tags preceding class names are interpreted as reference names. The subscript \( \perp \) can be used to indicate references that are only partial.

Example 6 The class PERSONS with an additional reference to the spouse of a person – if it exists – can be defined as follows:

\[
\text{PERSONS} = \text{CLASS PERSON} \circ (\text{Spouse : PERSONS}_\perp)
\]

Classes can be represented by state variables of persistent SAMT modules [SWS91]. The types of these variables are defined as partial functions from a system-provided unique identifier type \( \text{ID\_TYPE} \) either to some other value type, to the identifier type in case of references, or to type expressions involving both these possibilities.

Value types have been specified by the type declaration in the kernel language. References to other classes give rise to additional constraints to be represented by static invariants. The domain of the reference variable is included in the domain of the class variable in case of partial references or otherwise even equal. The range of the reference is included in the domain of the corresponding class.
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Example 7 (SAMT representation) The following part of a module PersonModule represents the class Persons:

VARIABLES Persons :: PFUN(ID_TYPE,PERSO

Spouse :: PFUN(ID_TYPE,ID>Type)

INARIANT

STATIC With I :: ID_TYPE :

member(I,domain(Spouse)) = true ⇒ member(I,domain(Persons)) = true ;

2.4 IsA-Relationships

Classes may overlap allowing objects belonging to several classes to have values of different types. Classes may include other classes which is expressed by an IsA-relationship.

Example 8 The class Students shows the use of an IsA-relationship:

Students = CLASS STUDENT ISA Persons

For the SAMT representation of subclasses we exploit submodules. Suppose we are given two classes and an IsA-Relation between them. This means that the objects in the subclass form a subset of the objects of the superclass. Since we assume a uniform identifier type for all objects, this means to require an injection on the corresponding sets of identifiers.

The value type of a subclass need not be a subtype of the superclass’ value type. However, if it is then an additional invariant appears. We must guarantee that the value associated with an object in the subclass as a member of the superclass via the subtyping function is identical to its value as a member of the superclass via the identifier inclusion. This relates IsA-relationships on classes with the subtype concept of SAMT.

Example 9 (SAMT representation) For example, the class Students will be represented by the following part of a persistent module StudentModule:

INHERITS PersonModule

VARIABLES Students :: PFUN(ID_TYPE,STUDENT)

INARIANT

STATIC With I :: ID_TYPE :

member(I,domain(Students)) = true ⇒ member(I,domain(Persons)) = true ∧

stud proj person(Students(I)) = Persons(I) ;

The representation of the classes Professors and Supervisors can be achieved analogously.

2.5 Constraints

If each object belonging to a class is identifiable by the value it is related to in that class we denote this property by using the keyword UNIQUE in that class definition.

References can be used in the UNIQUE-construct using the reference tag. This forces the object-identifier to depend not only on the object’s value, but also on its references to other objects. Classes with references can be used for the representation of relationships as shown in example 10.
Example 10 A supervisor class is defined as a relationship between professors and sets of students with the time interval of the supervisorship as attribute. Therefore we obtain the following definition:

\[
\text{Supervisor} = \text{CLASS} \left( \text{Prof : Professors, Studs : \{ (Stud : Students) o (From : DATE, Till : DATE) \} } \right) \quad \text{UNIQUE(Studs)}
\]

Each UNIQUE constraint defines a substructure \(U(exp)\) derived from the structure expression \(exp\) used in the class definition. \(U(exp)\) can be defined as follows:

- If none of the tags \(t_i\) in some expression \(exp\) occurs in the UNIQUE constraint, then we have \(U(exp) = ()\), where () denotes the empty tuple type.
- If \(t\) occurs in the UNIQUE constraint, then \(U((t : exp)) = exp\).
- In all other cases we have \(U((t_1 : exp_1, \ldots, t_n : exp_n)) = U((t_1 : exp_1)) \circ \cdots \circ U((t_n : exp_n))\), \(U((t : exp)) = (t : U(exp))\) and \(U\{exp\} = \{U(exp)\}\).

UNIQUE constraints require the partial function representing the class and its references in SAMT to be injective.

Example 11 (SAMT representation) \(UNIQUE(\text{Studs})\) on the class \(\text{Supervisors}\) can be represented as follows:

\[
\text{INVARIANT}
\]
\[
\text{STATIC \ With } I,J :: \text{ID\_TYPE} :
\quad \text{member}(I,\text{domain}(\text{Supervisors})) = \text{true} \land \text{member}(J,\text{domain}(\text{Supervisors})) = \text{true} \land \text{Studs}(I) = \text{Studs}(J) \Rightarrow I = J ;
\]

Additional semantics can be captured if we can define a key on the set of object values belonging to each class. This property is denoted by VALUE-KEY followed by a sequence of value tags. If a class is unique and has a value-key, then objects of this class can be identified by their values of the value-keys.

Example 12 Extend the class \(\text{Persons}\) by additional constraints.

\[
\text{PERSONS} = \text{CLASS} \text{PERSON} \circ (\text{Spouse : PERSONS} \uparrow) \\
\quad \text{UNIQUE(PERSON)} \quad \text{VALUE-KEY(PersonIdentityNo)}
\]

VALUE-KEY gives the usual formulation of key on the range of the partial function representing the class.

Example 13 (SAMT representation) \(\text{VALUE-KEY(PersonIdentityNo)}\) on \(\text{Persons}\) can be expressed in \(\text{PersonModule}\) as follows:

\[
\text{INVARIANT}
\]
\[
\text{STATIC \ With } P_1, P_2 :: \text{PERSON} :
\quad \text{member}(P_1,\text{range}(\text{PersonClass})) = \text{true} \land \text{member}(P_2,\text{range}(\text{PersonClass})) = \text{true} \land \text{PersonIdentityNo}(P_1) = \text{PersonIdentityNo}(P_2) \Rightarrow P_1 = P_2 ;
\]
3 Safety

In the tradition of value-based database programming generic operations for insertion, deletion, update and querying have been provided. The benefits of object identification in the object-oriented approach should not force us to go beyond this capability. Hence the need to provide operations for creating, deleting, updating and querying objects. Queries are per se set-oriented, hence their generalization to object-oriented databases does not cause problems with object identifiers [Abi90, BeKo90]. Therefore, we concentrate on the other operations. We show that generic operations can only be defined unambiguously on classes the objects in which can be uniquely identified by values. Subsequently, we call this property value-representability.

3.1 Value Representability

In our approach objects are encoded in the database by their immutable identifiers. The concept of object identifiers has the advantage that these can be provided by the system and hidden to the user. However, problems arise if we allow different objects to share the same values and references.

In this case some objects may not be completely updateable and accessible, e.g., if the different objects \( o_1 \) and \( o_2 \) with different identifiers \( i_1 \) and \( i_2 \) share the same values and references, it is not a priori decidable what is meant by a delete- or update-operation. Shall we delete (update) both objects, none of them or arbitrarily select one of them for deletion (update)? The same applies to insert-operations. If we want to insert an object \( o \) with given values and references to existing objects and there exists already an object with the same values and references, shall we introduce another copy and create a new identifier, or reject the insert? Moreover, how shall we detect the objects referred to, if the user provides only values?

**Example 14** We can define a class of books the objects in which are not distinguishable by their values.

**Books** = CLASS Book : (Author: STRING, Title: STRING, Price: NAT) o (Owner: PERSONS)

Objects of the class Books can not be uniquely identified. In this case, however, the problem can be resolved if we add the constraint UNIQUE(Book,Owner).

Several solutions are possible:

- Abandon generic operations as in [SaJu91],
- use surrogate-keys to represent object identity as in [AGO91, AGO91a, BBB+88] or
- characterize those classes which can be represented by values.

We follow the third approach. Generally, we distinguish between object-oriented and value-oriented databases depending on whether they embody the concept of object identifiers or not. Among object-oriented databases we can distinguish [AlTh90] three different kinds:

**Value-based databases** All objects are value-identifiable, i.e. can be identified by values of their value types.
Value-representable databases  All objects are reference-identifiable, where reference-identifiability can be recursively defined as follows:

- Each value-identifiable object is also reference-identifiable.
- If an object is identified by values of its value-type and references to a set of objects such that each object in this set is reference-identifiable, then the object is itself reference-identifiable.

Identifier-based databases  There are objects which are not reference-identifiable.

Figure 2 illustrates these different classes of databases.

Now we show how value-representability can be detected for simple schemas defined in the kernel language. A simple schema is a collection of class definitions $C_1, ..., C_m$ with constraints only defined by UNIQUE, VALUE-KEY and IsA.

For a given simple schema we construct a value-identification type $F(C)$ and a value-representation type $G(C)$ for all the classes $C$. Then a value-representable class $C$ is characterized by $F(C) \neq ()$.

$F(C)$ can be used to identify the objects in this class by values. $G(C)$ can be used to provide the necessary values for insert- and update-operations.

Now let $exp_C$ denote the expression used to define the class $C$ and let $U(exp_C)$ denote the subexpression defined by a UNIQUE-constraint on $C$ provided it exists, otherwise let $U(exp_C) = ()$. Then the value-representability of a given schema can be detected using the following algorithm.

Algorithm A

**INPUT:** A set of class definitions $\{C_1, ..., C_m\}$.

**Step 0.** Let $F(C_i) = ()$ and $G(C_i) = exp_{C_i}$ for $1 \leq i \leq m$.

**Step 1.** For all classes $C_i$ such that $U(exp_{C_i})$ is a type expression define $U(exp_{C_i})$.

**Step 2.** If $C_i$ is a class with $F(C_i) = ()$ and $F(D_j) \neq ()$ for all classes $D_j$ occurring in $U(exp_{C_i})$ let $F(C_i) = U(exp_{C_i})$ and replace all occurrences of classes $D_j$ in $F(C_i)$ and $G(C_i)$ by $F(D_j)$ and $G(D_j)$ respectively.
Step 3. Repeat step 2 until it is no longer applicable.
Step 4. For all classes $C_i$ such that $F(C_i) \neq ()$
    replace each occurrence of a class $D_j$ in $G(C_i)$ by $F(D_j)$

**Output:** Classes $C_i$ with their value-identification type $F(C_i)$ and
    their value-representation type $G(C_i)$.

### 3.2 Definability of Generic Operations

The requirement that object identifiers are to be hidden from users imposes restrictions on
the definability of generic operations. In case objects can not be distinguished by their values
and references to other objects it is not possible to provide all these operations automatically.
On the basis of algorithm A, however, we can decide whether generic functions are definable.
Obviously, the functions `insert_object`, `delete_object` and `update_object` are definable
for a class $C$ iff $C$ is value-representable. In this case we can use the value representation type
of the class $C$ and the value identification type of $C$ to derive the generic operations.

In general we need operations of the following kind:

- **insert_object:**
  This operation takes a value of the value representation type of the corresponding class
  as input-parameter. A new identifier for this object is provided by the system.

- **delete_object:**
  This operation takes a value of the value identification type of the corresponding class
  as input-parameter such that the object in question can be identified.

- **update_object:**
  This operation also takes values of the value identification type and of the value represen-
  tation type of the corresponding class as input-parameter such that the object in
  question can be identified and its value can be changed.

The dynamics of SAMT is described by Dijkstra’s guarded commands [DiSc89]. Since
Dijkstra’s calculus is computationally complete, the representation of generic operations by
transactions in persistent SAMT modules is easy.

**Example 15** Let the class `PERSONS` be defined without the Spouse reference. The insertion
of a new person into this class can be expressed as follows:

**Transactions**
```
insert_Person(P :: PERSON) =
  IF (member(P,range(Persons)) = false →
    @ ID_TYPE
    (member(I, domain(Persons)) = false →
      Persons := union(Persons, singleton(Pair(I,P)))))
```

The @-substitution used in this example denotes an arbitrary selection of a new identifier.
A more formal introduction to this construct is given in [SSW+91a].

In case of integrity constraints these operations have to be augmented to enforce the
constraints. For instance, IsA-relationships impose the following constraints on generic oper-
actions:
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• Each insert into a subclass must include an insert into its superclass, e.g., an insertion of a student must include also a person insert.

• Each delete on the superclass must include a delete operation on the subclass.

• Update operations on subclasses (superclasses) may enforce updates on superclasses (subclasses).

In case of an insert this means to provide as additional input the required data of the superclass. This can be easily expressed exploiting the SAMT subtype facility, thus to compute these data via the subtype coercion function.

**Example 16 (SAMT representation)**  The insertion of a new student into the class **STUDENTS** requires the insertion of a new person in the class **PERSONS**:

```
TRANSACTIONS
insert_Student(S :: STUDENT) =
  IF (member(stud_proj.person(S),range(People)) = false —
    @ I :: ID_TYPE
    (member(I, domain(People)) = false —
    Students := union(Students,singleton(Pair(I,S))) ||
    People := union(People,singleton(Pair(I,stud_proj.person(S)))))
```

In addition there must exist operations to make an existing object in the superclass also a member of the subclass, e.g. **make_Person_a_Student**, which generalizes the required insert operations. The same applies in the opposite direction, e.g., if we want a student in the database, who has finished his/her studies, to remain in the database simply as a person. References also impose constraints on generic operations:

• Each insert into a class must include an insert into the referenced class, provided the referenced object does not exist already. It may also include an update on the referenced object. E.g., an insertion of a person may include another person insert, the person's spouse. It may also include adding a reference from an already existing (unmarried) person to the inserted person.

• Each delete on a class must include delete operations on referenced classes. It must also include delete- or update-operations on objects referencing to the deleted object.

• Update operations on classes require updates, deletes or inserts on all other classes referenced by or referencing to the class in question.

The necessary values to enforce referential integrity are included in the value representation type of a class.

The representation in SAMT can be done in the same manner as for IsA-relationships, provided there is no cyclic reference. However, if there is one, generic operations become more complex since the necessary input should be given as a *rational tree*, i.e. a finite or infinite tree which has only finite number of subtrees. Such data structures can be represented e.g. by \( \psi \)-terms [Ait90] or as values of recursive SAMT types.
Figure 3: The graphs of the class Persons

3.3 Extensions

So far, for the detection of value-representability only simple schemas were considered. However, it is possible to enhance the computation of a class’ value-representation by using semantic constraints.

Example 17 Let the UNIQUE-constraint on the class Persons in example 12 be changed to UNIQUE(Person, Spouse). In this case \( F(\text{Persons}) = () \). Using the additional constraint Spouse(\( x \)) = \( y \) \implies \text{Spouse}(\( y \)) = \( x \) the class Persons gets value-representable, since each person is either not married and represented by its value of type Person or is married and represented by its value of type Person together with the value of his/her spouse. The possible structures of objects in this class are illustrated in figure 3.

Generally, if in a schema several semantic constraints are defined, then for value representability of a class cycles of references need to be considered. Given a cycle from a class \( C \) to itself by the reference function \( f \), we can distinguish several cases:

- \( \forall x. \exists n \neq n'. \quad f^n(x) = f^{n'}(x') \lor f^n(x) = \perp \)
- \( \exists n. \forall x. \quad f^n(x) = \perp \lor f^n(x) = x \)

In the second case, the value-representability can be derived as in example 17. In the first case, the value-representability is based on the finiteness of the database. In this case the value representation type is a rational tree, i.e. a finite or infinite tree which has only finite number of subtrees. Such data structures can be represented e.g. by \( \psi \)-terms [Ait90] or as values of recursive SAMT types. Consequently the derived generic operations become more complex.

4 Extensibility

The kernel language can be seen as a short notation of SAMT constructs. Let us now indicate some extensions to this language by other constructs that are also expressible in SAMT. This style of extending the kernel language has the advantage that all new constructs are well-founded. We show this for some static and for one dynamic integrity constraint. In the same manner, new types and complex transactions can be introduced.
Static constraints in databases can be distinguished according to their abstraction level and their importance for values and objects [Tha88]. Now we show how integrity constraints can be used in an extended kernel language.

**Example 18** Given the two classes Professors and Students. If objects representing professors and objects representing students have to be mutually different then we express this by the exclusion dependency:

Professors \(\parallel\) Students.

This integrity constraint is directly represented in SAMT by the following static invariant:

**INARIANT**

**STATIC With I :: ID_TYPE :**

\[ \text{member}(I,\text{domain}(\text{Professors})) = \text{true} \Rightarrow \text{member}(I,\text{domain}(\text{Students})) = \text{false} ; \]

**With I :: ID_TYPE :**

\[ \text{member}(I,\text{domain}(\text{Students})) = \text{true} \Rightarrow \text{member}(I,\text{domain}(\text{Professors})) = \text{false} ; \]

**Example 19** Given the two classes Professors and Students which are subclasses of the class Persons. If person represented in the database is a professor or a student then we can express this by the cover constraint:

Persons = Professors \(\cup\) Students,

which can be represented in SAMT by the following static constraint:

**INARIANT**

**STATIC With I :: ID_TYPE :**

\[ \text{member}(I,\text{domain}(\text{Persons})) = \text{true} \Rightarrow \]

\[ \text{member}(I,\text{domain}(\text{Students})) = \text{true} \lor \text{member}(I,\text{domain}(\text{Professors})) = \text{true} ; \]

Let us define another constraint restricting the migration of objects from one class to another.

**Example 20** Given the two classes Professors and Students which are subclasses of the class Persons. Students can become professors but professors can not become students. Therefore, we restrict the scheme by the integrity constraint

ImpossibleMake(Professors, Students).

This integrity constraint is directly represented in SAMT by the following transition constraint.

**INARIANT**

**TRANSITION With I :: ID_TYPE :**

\[ \text{member}(I,\text{domain}(\text{Professors})) = \text{true} \land \text{member}(I,\text{domain}(\text{Students})) = \text{false} \]

\[ \Rightarrow \text{member}(I,\text{domain}(\text{Students}')) = \text{false} ; \]
5 Conclusion

In this paper we propose kernel constructs of a high-level strongly-typed language for object-oriented database design. Schemata written in this kernel language can be transformed automatically into representations in the formal specification language SAMT, a strongly-typed modular language supporting general subtyping and module inheritance within a uniform formal framework. This transformation process includes the derivation of generic operations on classes enforcing inclusion dependency and referential integrity. As a consequence the object-oriented design inherits the formal semantics of SAMT. Other benefits of the SAMT representation are seen in the possibility to prove transaction safety and the reification dimension provided by SAMT’s refinement capability that does not depend on a specific target database language or DBMS.

Moreover, we discuss the problems of value representability of object-oriented designs. The question whether a class can be completely characterized by values or not is crucial for avoiding ambiguities in object definitions. On the basis of our kernel language we describe an algorithm for the detection of value representability. Thus, safety in our approach is achieved in several ways:

- by its foundation on a uniform formal framework,
- by the detection of value representability, and
- by consistency proof obligations for transaction safety.

Another advantage of this approach is its extensibility. SAMT can be used to meet all the requirements for object-oriented databases [ABD+90] except those that can only be solved at the level of implementation. This can be exploited to extend the outlined kernel language without losing any of its advantages. We demonstrate this feature by the introduction of additional static and dynamic constraints. Moreover, we discusse the increase in operation complexity due to such extensions.

The outlined approach combines functional, imperative and object-oriented concepts in a uniform formal framework (see also [Ait90a]). The specification of operations in SAMT types provides the functional part, operations in modules support the imperative style, and the encapsulation feature of modules enables object-orientation.
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